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Introduction

What is contrastive learning?
• contrastive learning 

(origins in computer vision field)
• a self-supervised learning method to learn 

general features of datasets without labels 
• based on whether the samples are similar 

or not

How to get similar samples?
• By data augmentation

• Crop
• Resize
• Recolor
• …



Contrastive Learning → Graph Contrastive Learning

• An example: GraphCL (Graph contrastive learning with augmentations, NIPS 2020)



A General Paradigm of GCL

• At first, two augmented graphs are generated via graph augmentation functions. 
• Then, the two graphs are fed into a shared GNN to learn node embedding, which is then optimized with a 

contrastive objective that pulls together congruent embedding pairs of the two augmented graphs while 
pushing others away.



Graph Augmentation Methods of GCL

Adaptive 
Augmentation

Knowledge
-based

Spatial

Learning-
based

Spectral low-frequency parts in a graph are more 
important than high-frequency parts

Gradient adapts the augmentation process based on 
edge gradient information

Adversarial

Rationale employs a rationale generator to unveil salient 
features that discriminate between graph 
instances



Adversarial Graph Augmentation to Improve Graph Contrastive Learning (NIPS 2021)

AD-GCL – adversarial GCL with a learnable augmenter

• Using adversarial training to remove the redundant information, according to Information Bottleneck

• Formulate as a min-max optimization problem:

• Instantiate with a GNN-augmenter, learning how to drop edges from the initial graph:
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introduce the cohesion property 
into topology augmentation





Cohesive Topology Augmentation for Social Graph Contrastive Learning

Introduction

• Common topology augmentation strategies include node dropping, edge removal, subgraph sampling, etc. 
Existing methods mainly follow a stochastic manner to conduct topology augmentation. 

• Some methods adopt total randomized augmentation operations, like removing nodes or edges with an 
equivalent probability. 

• nodes and edges usually hold diverse levels of importance in a graph → randomly deleting important 
edges/nodes may cause the augmented views to vary far away from the original graph → degrading the 
learned graph/node embedding. 

Question: Can we develop a 
unified framework to incorporate 
graph properties into GCL 
mechanisms and benefit graph 
representation learning?



Cohesive Topology Augmentation for Social Graph Contrastive Learning

Cohesive Subgraph

• Cohesive subgraph is a widely prevalent and significant substructure with crucial applications in various 
fields such as Network Modeling and Analysis, Anomaly Detection, Text Analytics, Biology, Ecology, etc. 

• For instance, in the field of Biology, some studies detects densely connected regions in large protein-protein 
interaction networks that may represent molecular complexes.

k-core k-truss

• k-core is a maximal subgraph in which every node has 
at least k links to the other nodes.
• provide rich information for various applications, 

such as user influence and community detection
• plays an important role in analyzing coauthor 

social networks
• k-truss is the largest subgraph in which every edge is 

in at least (k − 2) triangles of the subgraph.
• triangle can indicate the stability of the social 

network topology 
• reveal the transitivity in the link formation of 

networks



CTAug Framework
• Topology Augmentation Enhancement: enhances the probabilistic and deterministic augmentation process separately 

with the consideration of the cohesive subgraphs; 

• Graph Learning Enhancement: boosts GNN encoder to better capture the original graph’s cohesion properties.

• Dropping Probability Refinement
• reduce the probability of node/edge dropping 

operations on the cohesive subgraphs
• 𝑝!"# = 1 − 𝜖 ' 𝑝!" , 𝜖 ∈ (0,1]
• more importance in cohesive subgraph → higher 

probability to be saved

• Subgraph-aware GNN encoder
• MPNNs have been proven to be limited in 

capturing subgraph properties, e.g., counting 
substructures

• GSN: 𝐴𝐺𝐺 ℎ$ , ℎ%, 𝑠$ , 𝑠% %&𝒩 $ , 𝑠$ counts how 
many times node 𝑣 appears in a set of subgraph 
structures

• directly applying GSN into CTAug face will two 
issues: low efficiency; losing track of the original 
graph

• we propose O-GSN: 𝐴𝐺𝐺 ℎ$ , ℎ%, s$( , s%( %&𝒩 $



Cohesive Topology Augmentation for Social Graph Contrastive Learning

Experiments
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Cohesive Topology Augmentation for Social Graph Contrastive Learning

Conclusion

• To introduce the awareness of cohesion properties (e.g., k-core and k-truss) into GCL, this work proposes a 
unified framework, called CTAug, that can be integrated with various existing GCL mechanisms. 

• Two modules, including topology augmentation enhancement and graph learning enhancement, are 
designed to incorporate cohesion properties into the topology augmentation and graph learning processes 
of GCL, respectively. 

• Extensive experiments have verified the effectiveness and flexibility of the CTAug framework. 

Significance

• Our method provides a general approach for generating augmented graphs guided by prior knowledge of 
substructures applicable to any domain.
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